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ABSTRACT 
Financial distress is a condition in which a company experiences a 

decline in its financial situation, which is typically temporary. However, 

financial distress can worsen if not promptly addressed, leading to 

bankruptcy. Early identification of potential financial distress in a 

company is crucial for stakeholders such as investors, creditors, and 

regulators. In practice, predicting financial distress in a company is not 

an easy task. One of the methods commonly used to identify early 

symptoms of financial distress is the method introduced by Altman in 

1986. Altman's research model, known as the Z-Score, determines a 

value based on standard calculations of financial ratios to indicate the 

likelihood of a company experiencing bankruptcy. The use of artificial 

intelligence, such as deep learning, can enhance the scope of research 

on the analysis and prediction of financial distress. This study aims to 

conduct a comparative analysis of machine learning models, such as 

the K-Nearest Neighbor Classifier and Random Forest Classifier, and 

deep learning models, such as Convolutional Neural Networks (CNN) 

and Recurrent Neural Networks (RNN). This analysis is carried out to 

evaluate the success rate of the proposed deep learning models in 

predicting financial distress in companies operating in Indonesia. Based 

on the conducted research, the K-Nearest Neighbor Classifier algorithm 

achieved an accuracy of 77.42% during testing and 88.89% during 

validation, the Random Forest Classifier algorithm achieved an accuracy 

of 87.09% during testing and 95.24% during validation, the CNN model 

achieved an accuracy of 95.16% during testing and 96.83% during 

validation, and the RNN model achieved an accuracy of 93.55% during 

testing and 96.83% during validation. Based on these results, the deep 

learning method has a higher average success rate than machine 

learning models in predicting financial distress. 

 

KEYWORDS 
Deep Learning, Financial Distress, 

Indonesia Stock Exchange (IDX) 

 

This is an open access article 

under the CC–BY-SA license 

 

 

 

INTRODUCTION 
The dynamic and complex business world demands continuous growth, adaptation, and 

strengthening from every entrepreneur and company to face challenges. In the era of globalization 
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and technological advancements, companies must be capable of dealing with intensified 

competition, both from local and international firms. Rapid economic growth also brings high 

risks. Intense competition and rapid market changes can significantly impact the performance and 

survival of businesses. Therefore, strengthening business units and mitigating risks within the 

company becomes a necessity to maintain competitiveness and sustain the company's position in 

an increasingly competitive market.  

One of the main risks typically faced by companies is financial difficulty or financial distress. 

Financial distress refers to the financial condition of a company experiencing a temporary decline 

in its financial health. However, financial distress can worsen if not promptly addressed and may 

lead to bankruptcy (Putri, 2021). This risk can occur due to various factors, such as declining 

revenues, rising production costs, or ineffective business strategies. In cases of financial distress, 

companies face difficulties in meeting their financial obligations, such as debt repayment or 

maintaining sufficient liquidity for day-to-day operations. (Sutra & Mais, 2019). 

The early identification of potential financial distress in a company is a crucial aspect for 

stakeholders such as investors, creditors, and regulators. Investors need to consider the risks that 

may arise in companies within that sector before making investments. Creditors also need to 

identify this potential financial distress to assess the feasibility of the company before providing 

loans. Additionally, regulators play a vital role in monitoring market stability and protecting 

consumer interests from the negative impacts that can arise from financial distress in companies. 

With these interests in mind, analyzing and predicting financial distress in a company can provide 

a better understanding of the risks and potential losses that the company may face (Adinda & 

Musdholifah, 2020). 

In practice, predicting financial distress in a company is not an easy task. It has posed a 

challenge for researchers and academics to find the appropriate and effective methods. One of 

the methods widely used today to identify early signs of financial distress is the method introduced 

by Altman in 1986. This research examines the utilization of financial ratios as a tool for predicting 

financial distress in a company. Altman's research model is also known as the Z-Score, where the 

value is determined by the standard calculation of financial ratio factors to indicate the likelihood 

of the company facing bankruptcy (Rifanda et al., 2023). 

In recent years, advancements in technology and artificial intelligence have opened new 

opportunities in the analysis and prediction of financial distress. The utilization of artificial 

intelligence, such as machine learning and deep learning, can enhance the scope of research in 

analyzing and predicting financial distress (Elhoseny et al., 2022). Several deep learning models, 

such as Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN), can learn 

complex patterns and capture non-linear relationships within financial data. By leveraging this 

capability, deep learning models can be used to predict the potential financial distress of 

companies with higher accuracy compared to the use of machine learning models. 

Based on the background, this research aims to conduct a comparative analysis between 

machine learning models, such as K-Nearest Neighbor Classifier and Random Forest Classifier, 

and deep learning models, such as Convolutional Neural Networks (CNN) and Recurrent Neural 

Networks (RNN). This analysis is conducted to evaluate the success rate of each proposed model 

in predicting financial distress in companies operating in Indonesia. The data used in this study is 

obtained from the list of companies listed on the Indonesia Stock Exchange (IDX) from sectors 

including energy, raw materials, manufacturing, primary consumer goods, non-primary consumer 

goods, healthcare, property and real estate, technology, infrastructure, and transportation and 

logistics. 

This research focuses on comparing the accuracy levels of each model in identifying the 

financial condition of companies based on the Altman Z-Score values and categories. By using 

historical financial statements data of companies from the past five years, specifically from 2018 

to 2022, machine learning and deep learning models are trained to classify companies into three 

categories: safe (no financial distress risk), gray (low financial distress risk), or distress (high 
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potential for financial distress). To conduct this comparative analysis, the accuracy metric is 

employed to measure the prediction accuracy of each model. 

 

LITERATURE REVIEW 
The dynamic and complex business world demands continuous growth, adaptation, and 

strengthening from every entrepreneur and company to face challenges. In the era of globalization 

and technological advancements, companies must be capable of dealing with intensified 

competition, both from local and international firms. Rapid economic growth also brings high 

risks. Intense competition and rapid market changes can significantly impact the performance and 

survival of businesses. Therefore, strengthening business units and mitigating risks within the 

company becomes a necessity to maintain competitiveness and sustain the company's position in 

an increasingly competitive market.  

One of the main risks typically faced by companies is financial difficulty or financial distress. 

Financial distress refers to the financial condition of a company experiencing a temporary decline 

in its financial health. However, financial distress can worsen if not promptly addressed and may 

lead to bankruptcy (Putri, 2021). This risk can occur due to various factors, such as declining 

revenues, rising production costs, or ineffective business strategies. In cases of financial distress, 

companies face difficulties in meeting their financial obligations, such as debt repayment or 

maintaining sufficient liquidity for day-to-day operations. (Sutra & Mais, 2019). 

The early identification of potential financial distress in a company is a crucial aspect for 

stakeholders such as investors, creditors, and regulators. Investors need to consider the risks that 

may arise in companies within that sector before making investments. Creditors also need to 

identify this potential financial distress to assess the feasibility of the company before providing 

loans. Additionally, regulators play a vital role in monitoring market stability and protecting 

consumer interests from the negative impacts that can arise from financial distress in companies. 

With these interests in mind, analyzing and predicting financial distress in a company can provide 

a better understanding of the risks and potential losses that the company may face (Adinda & 

Musdholifah, 2020). 

In practice, predicting financial distress in a company is not an easy task. It has posed a 

challenge for researchers and academics to find the appropriate and effective methods. One of 

the methods widely used today to identify early signs of financial distress is the method introduced 

by Altman in 1986. This research examines the utilization of financial ratios as a tool for predicting 

financial distress in a company. Altman's research model is also known as the Z-Score, where the 

value is determined by the standard calculation of financial ratio factors to indicate the likelihood 

of the company facing bankruptcy (Rifanda et al., 2023). 

In recent years, advancements in technology and artificial intelligence have opened new 

opportunities in the analysis and prediction of financial distress. The utilization of artificial 

intelligence, such as machine learning and deep learning, can enhance the scope of research in 

analyzing and predicting financial distress (Elhoseny et al., 2022). Several deep learning models, 

such as Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN), can learn 

complex patterns and capture non-linear relationships within financial data. By leveraging this 

capability, deep learning models can be used to predict the potential financial distress of 

companies with higher accuracy compared to the use of machine learning models. 

Based on the background, this research aims to conduct a comparative analysis between 

machine learning models, such as K-Nearest Neighbor Classifier and Random Forest Classifier, 

and deep learning models, such as Convolutional Neural Networks (CNN) and Recurrent Neural 

Networks (RNN). This analysis is conducted to evaluate the success rate of each proposed model 

in predicting financial distress in companies operating in Indonesia. The data used in this study is 

obtained from the list of companies listed on the Indonesia Stock Exchange (IDX) from sectors 

including energy, raw materials, manufacturing, primary consumer goods, non-primary consumer 
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goods, healthcare, property and real estate, technology, infrastructure, and transportation and 

logistics. 

This research focuses on comparing the accuracy levels of each model in identifying the 

financial condition of companies based on the Altman Z-Score values and categories. By using 

historical financial statements data of companies from the past five years, specifically from 2018 

to 2022, machine learning and deep learning models are trained to classify companies into three 

categories: safe (no financial distress risk), gray (low financial distress risk), or distress (high 

potential for financial distress). To conduct this comparative analysis, the accuracy metric is 

employed to measure the prediction accuracy of each model. 

 

Financial Distress 

Financial distress refers to the financial difficulties faced by a company before bankruptcy 

or liquidation (Jason and Prayogo, 2023). Financial distress is typically a temporary condition. If not 

addressed promptly, it can lead to bankruptcy. The financial condition of a company can be 

assessed by examining the composition of its balance sheet, comparing the total assets to the 

total liabilities. This comparison is made when the assets are insufficient or lower in value than the 

debts. With negative working capital, an imbalance occurs between the company's capital and its 

debt receivables. This imbalance renders the company incapable of financing its operational 

activities (Amalia, 2020).  

There are several indicators that a company is experiencing financial distress. According to 

Platt & Platt cited in Putri (2021), these indicators include employee layoffs or the suspension of 

dividend payments, negative net income from operational activities, negative earnings per share, 

changes in equity prices, and government-authorized cessation of operations requiring the 

company to engage in restructuring planning (Putri, 2021). In addition to those indicators, 

companies often take several actions to address financial distress. These actions may include 

selling company assets, merging with other companies, and implementing cost-cutting measures 

to improve their financial situation (Amalia, 2020). 

 

Model Altman Z-Score 

The Altman Z-Score model is a numerical measurement model used to predict the likelihood 

of a business experiencing financial distress or even bankruptcy. This method employs a multiple 

discriminant analysis (MDA) approach to differentiate between companies facing financial 

difficulties and those that are not (Pranav et al., 2020). Discriminant analysis is a statistical 

technique that identifies several financial ratios considered to have significant value in influencing 

an event. The analysis generates apriori groupings or classifications based on theory or the actual 

conditions (Ramadhani and Lukviarman, 2009). 

 

METHODS 
In this research, several research stages were conducted to analyze the comparison of 

machine learning and deep learning models in predicting financial distress in companies listed on 

the Indonesia Stock Exchange (IDX) in the energy, raw materials, manufacturing, primary 

consumer goods, non-primary consumer goods, healthcare, property and real estate, technology, 

infrastructure, and transportation and logistics sectors. The research started with problem 

identification. This initial stage provides an overview of how the research was conducted. The 

research then proceeded with data collection for the research. Data collection was performed by 

gathering financial statement data from companies listed on the Indonesia Stock Exchange (IDX) 

in the energy, raw materials, manufacturing, primary consumer goods, non-primary consumer 

goods, healthcare, property and real estate, technology, infrastructure, and transportation and 

logistics sectors. Once the data was collected, the researcher proceeded to the data processing 

stage. In this stage, the researcher cleaned the data by removing invalid values, calculated the 

average data for each company over the past 5 years, computed the Altman Z-Score value, and 
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divided the data for training, testing, and validation purposes. The model testing stage was 

conducted to train each model to recognize patterns and make predictions regarding financial 

distress. Two machine learning models, K-Nearest Neighbor Classifier and Random Forest 

Classifier, and two deep learning models, Convolutional Neural Network and Recurrent Neural 

Network, were utilized. The results of training each model were validated and analyzed in the 

subsequent stage by comparing the accuracy values of the confusion matrix of each model in 

predicting financial distress. 

 

RESULTS 

DATA COLLECTION 
In this research, the data collection stage consists of two phases: collecting data from 

companies listed on the Indonesia Stock Exchange and retrieving financial statements data from 

each of those companies. To collect data on companies listed on the Indonesia Stock Exchange, 

the researcher employed web scraping techniques on the website https://www.sahamu.com/. 

Through this data retrieval process, a total of 723 stock codes of companies listed on the Indonesia 

Stock Exchange were obtained. 

 
Figure 1 Collected List of Companies on IDX 

 
After obtaining the data from the stock codes of companies listed on the Indonesia Stock 

Exchange, the next step in the data collection process is to retrieve the financial statements data 

from each company. The financial statements data from each company is obtained using an API 

provided by https://financialmodelingprep.com/. The financial statements data used in this 

research include the income statement and balance sheet. From the income statement and 

balance sheet data, the researcher will only extract the relevant features such as 

totalCurrentAssets, totalCurrentLiabilities, totalAssets, retainedEarnings, incomeBeforeTax, 

totalEquity, and revenue. 

Figure 1 Company Financial Report Data Sample 

 
From the retrieval of financial statements data, it was found that data from only 445 

companies could be accessed through the API. The total number of rows of financial statements 

data retrieved using the API is 2203, as shown in Figure 2. 

https://jurnal.unived.ac.id/index.php/er/index
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Figure 3. Data Distribution by Year 

 
Next, the collected data is further filtered. From Figure 3, it is evident that out of the 2203 

available rows of data, there are still data points that exceed the limit of the past 5 years. 

Therefore, only the data from companies with complete financial statements within the last 5 

years will be retained and used in the analysis. 

Figure 4 Company Data for the Last 5 Years 

 
From Figure 4 it is observed that out of the 2203 rows of data collected, only 2165 rows of 

data from 433 companies will be used in the research. These data will undergo further 

preprocessing in the data preparation stage to make them ready for model training. 

 

Data Analysis 

After collecting the data and going through the preprocessing stage, the data analysis phase 

is conducted to understand the characteristics of the data used in the research. Descriptive 

analysis performed on the data provides important information about the data's characteristics 

using various statistical metrics. These metrics include mean, median, mode, max, min, and 

standard deviation. The mean provides an overview of the average value of the data, while the 

median represents the middle value unaffected by outliers. The mode identifies the most 

frequently occurring value in the data. Max and min provide information about the highest and 

lowest extreme values in the data. Standard deviation measures the extent to which the data is 

spread out from the mean. By utilizing these metrics, descriptive analysis provides a deeper 

understanding of the characteristics of the data used in the research. 

Table 1. Safe Label Descriptive Statistic 

 wcta reta ebitta bvetl sta z-score 

Mean 0.349177 0.366385 0.123554 3.522334 1.255937 4.709016 

Median 0.343857 0.386757 0.090020 2.871797 0.987716 4.387624 

Mode -0.219701 -0.55295 -0.09867 0.160629 0.009463 2.992805 

Max 0.783960 0.931470 0.576140 11.686687 7.290643 8.420879 

Min -0.219701 -0.55295 -0.09867 0.160629 0.009463 2.992805 

Std. Dev 0.202098 0.269770 0.114970 2.446790 1.155381 1.369662 
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Table 2 Grey Label Descriptive Statistic 

 wcta reta ebitta bvetl sta z-score 

Mean 0.156847 0.197717 0.054225 1.527230 0.822214 2.382512 

Median 0.135354 0.216309 0.044556 1.250873 0.741908 2.397678 

Mode -0.177536 -1.55112 -0.05869 0.112547 0.032943 1.881224 

Max 0.609692 0.623650 0.196387 6.316711 2.416781 2.961659 

Min -0.177536 -1.55112 -0.05869 0.112547 0.032943 1.881224 

Std. Dev 0.149578 0.252987 0.049322 1.030870 0.551340 0.322939 

 

Table 3 Distress Label Descriptive Statistic 

 wcta reta ebitta bvetl sta z-score 

Mean 0.010084 -0.12653 -0.01416 0.807207 0.452941 0.725496 

Median 0.023360 0.002562 0.004714 0.661378 0.339470 1.045816 

Mode -0.788971 -2.05636 -0.66464 -0.47327 0.008935 -2.66900 

Max 0.588691 0.517115 0.242197 5.966953 5.552567 1.879009 

Min -0.788971 -2.05636 -0.66464 -0.47327 0.008935 -2.66900 

Std. Dev 0.196784 0.396179 0.087335 0.788193 0.518489 0.960688 

 

Based on the analysis of the three descriptive statistical tables for the labels safe, grey, and 

distress, several conclusions can be drawn regarding the mean, median, maximum and minimum 

values, and standard deviation. The mean values indicate the average of the data for each label. 

From the tables, it can be observed that the safe label tends to have higher mean values overall 

compared to the other labels. The median values represent the middle value of the data and can 

provide insights into the data distribution. Significant variations between the median and mean 

values are found for some features in each label, indicating skewness or imbalance in the data 

distribution. The maximum and minimum values reveal the range of values present in the data. 

Some features exhibit a wide range of values, especially in the safe label, indicating significant 

variation between the highest and lowest values in the data. The standard deviation represents 

the extent to which the data is spread out from the mean. The tables demonstrate that the level 

of variability between features also differs among the labels, with the distress label tending to have 

higher standard deviation values. This suggests that the data in that label has greater variability 

and is more spread out. These conclusions provide an understanding of the differences in 

characteristics and data distribution among the labels safe, grey, and distress based on the mean, 

median, maximum, and minimum values, and standard deviation. 

From Figure 5, which illustrates the distribution of data for each variable against the Z-Score 

value, it is evident that there is a positive correlation between the values of each data variable and 

the Z-Score. This indicates that as the values of variables such as WCTA, RETA, EBITTA, BVETL, and 

STA increase, the Z-Score tends to increase as well. The distribution of data moving in the same 

direction suggests a positive relationship between these variables and the Z-Score. 
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Figure 5 Distribution of the Altman Z-Score with the Z-Score value 

 
 

Model Testing 

In this stage, the machine learning models, K-Nearest Neighbor Classifier and Random 

Forest Classifier, as well as the deep learning models, Convolutional Neural Network (CNN), and 

Recurrent Neural Network (RNN), are trained using the testing data. The models are evaluated by 

comparing the accuracy values obtained from the confusion matrix, which helps classify the labels 

of the Altman Z-Score. 

 

K-Nearest Neighbor Classifier 

The K-Nearest Neighbor Classifier model is created using the proposed model. The K-

Nearest Neighbor Classifier is configured with a parameter called n_neighbors set to 3. This 

parameter is adjusted based on the number of classes used in the classification. The training 

process of the K-Nearest Neighbor Classifier model using the training data, which consists of 291 

data points, takes approximately 156ms to execute. The execution time is relatively fast because 

this model does not involve complex training processes; it simply calculates distances and 

performs classification based on the nearest neighbors.  

Figure 6 KNN Classifier Confusion Matrix with Testing Data
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From Figure 6, it can be observed that using a testing dataset of 62 data points, the K-Nearest 

Neighbor Classifier model successfully classified the financial distress labels. The model accurately 

labeled 25 out of 29 data points for label 0 (distress), 8 out of 15 data points for label 1 (grey), and 

15 out of 18 data points for label 2 (safe). The overall performance of the model, as indicated by 

the confusion matrix, showed a total of 48 True Positive (TP) and True Negative (TN) values out of 

the 62 data points, with a total of 14 False Positive (FP) and False Negative (FN) values out of the 

62 data points.  

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
48

62
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.77419 

 

Based on the calculation of the accuracy value using the confusion matrix, the accuracy 

value obtained from testing the K-Nearest Neighbor Classifier model is 0.77419 or 77.42%.  

 

Random Forest Classifier 

For the creation of the Random Forest Classifier model, the parameters used are the same 

as those used for the Decision Tree Classifier. These parameters are random_state with a value of 

42, and an additional parameter called n_estimators with a value of 100, which determines the 

number of decision trees included in the Random Forest Classifier model. The training process of 

the Random Forest Classifier model, using a training dataset of 291 data points, takes 

approximately 289ms for execution. The training time is slightly longer compared to the K-Nearest 

Neighbor Classifier because the Random Forest Classifier involves constructing multiple decision 

trees that are later combined. 

 

Figure 7 Random Forest Classifier Confusion Matrix with Testing Data 

 
From Figure 7 provided, it is observed that using a testing dataset of 62 data points, the 

created Random Forest Classifier model can classify the financial distress label data accurately, 

with 28 out of 29 data points correctly labeled for label 0 (distress), 11 out of 15 data points 

correctly labeled for label 1 (grey), and 17 out of 18 data points correctly labeled for label 2 (safe). 

Furthermore, from the data, it is determined that the total True Positive (TP) and True Negative 

(TN) values in the confusion matrix amount to 54 out of 62 data points, while the total False Positive 

(FP) and False Negative (FN) values amount to 8 out of 62 data points.  

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
54

62
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𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.8709 

Based on the calculation of the accuracy value using the confusion matrix, the accuracy 

value obtained from testing the Random Forest Classifier model is 0.8709 or 87.09%. 

 

Convolutional Neural Network 

To train the Convolutional Neural Network (CNN) model, the researcher used a total of 291 

data points from the training dataset. For the creation and training of the CNN model, the 

researcher employed 50 epochs with a batch size of 32. The utilization of 50 epochs in training the 

CNN model allows it to learn complex patterns and make appropriate adjustments to the data. 

Additionally, a batch size of 32 speeds up the training process and efficiently utilizes computer 

memory. The training process of the Convolutional Neural Network model with the 291 training 

data points took approximately 5 seconds and 10 milliseconds to execute. The longer training time 

is due to the involvement of complex computations such as convolution, pooling, and weight 

adjustments in each layer of the model. 

 
Figure 8 Convolutional Neural Network Model Training Results 

 
From Figure 8, it is observed that the training and testing accuracy of the Convolutional 

Neural Network (CNN) model is 0.9516. This accuracy indicates that the model can correctly 

classify 95.16% of the training data. The loss value obtained from the model training is 0.1315, 

which means that the average difference between the predicted labels and the actual labels is 

13.15%. The training data graph of the Convolutional Neural Network model demonstrates that 

the model is capable of accurate predictions and can understand patterns in the given data. 

However, there is a possibility of overfitting in the model. 

 

Figure 9 Convolutional Neural Network Confusion Matrix with Testing Data 
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From Figure 9, it is observed that using the testing data of 62 instances, the trained 

Convolutional Neural Network (CNN) model is able to classify the financial distress label with 

accurate predictions. Specifically, it correctly labeled 29 out of 29 instances for label 0 (distress), 

12 out of 15 instances for label 1 (grey), and 18 out of 18 instances for label 2 (safe). Additionally, 

the confusion matrix shows a total of 59 instances classified as True Positive (TP) or True Negative 

(TN) out of the 62 instances in total, with a total of 3 instances classified as False Positive (FP) or 

False Negative (FN). 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
59

62
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.9516 

 

Based on the calculation of the accuracy value using the confusion matrix, the accuracy 

value obtained from testing the Convolutional Neural Network model is 0.9516 or 95.16%. 

 

Recurrent Neural Network 

To train the Recurrent Neural Network (RNN) model, the researcher utilized the same 

training and testing data. The training dataset consisted of 291 instances, while the testing dataset 

comprised 62 instances. The training parameters used for the RNN model were the same as those 

employed for the Convolutional Neural Network (CNN) model, namely 50 epochs and a batch size 

of 32. The training process of the RNN model with the 291 training instances took approximately 

6 seconds and 731 milliseconds to complete. The longer training time can be attributed to the 

repetitive computations performed for each timestep in the sequential data. This process involves 

recurrent computations and complex backpropagation to generate adequate representations of 

the sequential data. 

 

Figure 10. Recurrent Neural Network Model Training Results 

 
 

From Figure 10, it can be observed that the training accuracy achieved by the Recurrent 

Neural Network (RNN) model, using the training and testing data, is 0.9355. This accuracy indicates 

that the model correctly classifies 93.55% of the training data. The resulting loss value from the 

model training is 0.2215, which means the model has an average difference between predicted 

and actual labels of 22.15%. Similar to the Convolutional Neural Network (CNN) model, the training 

graph of the RNN model demonstrates its ability to make accurate predictions. However, there is 

a possibility of overfitting in the model. 
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Figure 11 Recurrent Neural Network Confusion Matrix with Testing Data 

 
From Figure 11, it is observed that using the testing data consisting of 62 instances, the 

trained Recurrent Neural Network (RNN) model successfully classified the financial distress labels. 

The model accurately labeled 28 out of 29 instances for label 0 (distress), 13 out of 15 instances 

for label 1 (grey), and 17 out of 18 instances for label 2 (safe). Furthermore, the confusion matrix 

revealed a total of 58 True Positive (TP) and True Negative (TN) instances out of the 62 testing data, 

with a total of 3 False Positive (FP) and False Negative (FN) instances.  

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
58

62
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.9355 

Based on the calculation of the accuracy value using the confusion matrix, the accuracy 

value obtained from testing the Recurrent Neural Network model is 0.9355 or 93.55%. 

 

Model Validation 

In this stage, the results of training the models using the provided training and testing data 

are compared with the validation data. The validation of the models is performed by comparing 

the accuracy values obtained from the confusion matrix. The accuracy is calculated by dividing the 

number of correct label classifications by the total number of data points used in the validation 

process. 

 

K-Nearest Neighbor Classifier 

Figure 12 K-Nearest Neighbor Classifier Confusion Matrix with Validation Data 

 
From Figure 12, it can be observed that the K-Nearest Neighbor Classifier model accurately 

classified 27 out of 30 actual instances for label 0 (distress), 12 out of 14 actual instances for label 
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1 (grey), and 17 out of 19 actual instances for label 2 (safe). Out of the total 63 validation data 

points, the confusion matrix shows that there were 56 instances of True Positive (TP) and True 

Negative (TN), while there were 7 instances of False Positive (FP) and False Negative (FN). 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
56

63
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.8889 

Based on the calculation of the accuracy value using the confusion matrix, the accuracy 

value obtained from the validation of the K-Nearest Neighbor Classifier model can correctly predict 

the financial distress label of 0.8889 or 88.89%. 

 

Random Forest Classifier 

Figure 13 Random Forest Classifier Confusion Matrix with Validation Data 

 
From Figure 13, it can be observed that the Random Forest Classifier model accurately 

classified 29 out of 30 actual instances for label 0 (distress), 13 out of 14 actual instances for label 

1 (grey), and 18 out of 19 actual instances for label 2 (safe). Out of the total 63 validation data 

points, the confusion matrix shows that there were 60 instances of True Positive (TP) and True 

Negative (TN), while there were 3 instances of False Positive (FP) and False Negative (FN).  

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
60

63
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.9524 

Based on the calculation of the accuracy value using the confusion matrix, the accuracy 

value obtained from the validation of the Random Forest Classifier model can correctly predict the 

financial distress label of 0.9524 or 95.24%. 

 

Convolutional Neural Network 

Figure 14 Convolutional Neural Network Confusion Matrix with Validation Data 
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From Figure 14, it is evident that the Convolutional Neural Network model accurately 

classified 29 out of 30 actual instances for label 0 (distress), 13 out of 14 actual instances for label 

1 (grey), and all 19 actual instances for label 2 (safe). Out of the total 63 validation data points, the 

confusion matrix indicates that there were 61 instances of True Positive (TP) and True Negative 

(TN), while there were 2 instances of False Positive (FP) and False Negative (FN).  

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
61

63
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.9683 

 

Based on the calculation of the accuracy value using the confusion matrix, the accuracy 

value obtained from the validation of the Convolutional Neural Network model can correctly 

predict the financial distress label of 0.9683 or 96.83%. 

 

Recurrent Neural Network 

Figure 15 Recurrent Neural Network Confusion Matrix with Validation Data 

 
 

From Figure 15, it can be observed that the Recurrent Neural Network model accurately 

classified all 30 actual instances for label 0 (distress), 12 out of 14 actual instances for label 1 (grey), 

and all 19 actual instances for label 2 (safe). Out of the total 63 validation data points, the confusion 

matrix reveals a total of 61 instances of True Positive (TP) and True Negative (TN), while there were 

2 instances of False Positive (FP) and False Negative (FN).  

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
61

63
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.9683 

 

Based on the calculation of the accuracy value using the confusion matrix, the accuracy 

value obtained from the validation of the Recurrent Neural Network model can correctly predict 

the financial distress label of 0.9683 or 96.83%. 
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Analysis of Evaluation Results 

The evaluation results of the Altman Z-Score values using various machine learning models, 

namely K-Nearest Neighbor Classifier, Random Forest Classifier, Convolutional Neural Network 

(CNN), and Recurrent Neural Network (RNN), have led to several conclusions. 

 

Table 4. Comparison of Model Training Time 

Model Training Time 

K-Nearest Neighbor Classifier 156ms 

Random Forest Classifier 289ms 

Convolutional Neural Network 5s 10ms 

Recurrent Neural Network 6s 731ms 

 

Table 5 Comparison of Accuracy of each Model 

Model 
Testing Data 

Accuracy 

Validation Data 

Accuracy 

Average 

Accuracy 

K-Nearest Neighbor 

Classifier 
77.42% 88.89% 83.16% 

Random Forest 

Classifier 
87.09% 95.24% 91.17% 

Convolutional 

Neural Network 
95.16% 96.83% 95.99% 

Recurrent Neural 

Network 
93.55% 96.83% 95.19% 

 

Based on the testing results conducted on the four classification models for predicting 

financial distress based on Altman Z-Score categories, namely K-Nearest Neighbor Classifier, 

Random Forest Classifier, Convolutional Neural Network (CNN), and Recurrent Neural Network 

(RNN), several conclusions can be drawn. Firstly, the K-Nearest Neighbor Classifier exhibits a short 

training execution time of 156ms, but with relatively low accuracy rates, namely 77.42% for testing 

and 88.89% for validation. This indicates the limitations of the K-Nearest Neighbor Classifier model 

in handling the complexity and patterns within financial statement data. 

Furthermore, the Random Forest Classifier model requires an execution time of 289ms and 

demonstrates a significant improvement in prediction accuracy, achieving 87.09% for testing and 

95.24% for validation. This model proves to be effective as it combines multiple decision trees, 

thereby overcoming the limitations of the K-Nearest Neighbor Classifier and providing better 

predictions for complex data patterns. 

The Convolutional Neural Network (CNN) model exhibits excellent performance in 

predicting financial distress based on the Altman Z-Score category, despite its overfitting and 

relatively longer execution time of 5s 10ms. It achieves a testing accuracy of 95.16% and a 

validation accuracy of 96.83%. CNN is capable of extracting important features from financial 

statement data, particularly in identifying distinctive patterns and characteristics. This makes CNN 

a strong choice for predicting financial distress based on the Altman Z-Score. 

Lastly, the Recurrent Neural Network (RNN) also exhibits overfitting and a relatively longer 

execution time, taking 6s 731ms to complete. However, it delivers favorable results with a testing 

accuracy of 93.55% and a validation accuracy of 96.83%. RNN has the advantage of modeling 

sequential data, enabling it to remember previous information and integrate it into the decision-

making process. In the context of Altman Z-Score prediction, RNN is capable of providing more 

accurate predictions compared to the use of traditional machine learning models. 

From the conducted research, the Convolutional Neural Network (CNN) and Recurrent 

Neural Network (RNN) models exhibit the possibility of overfitting and require longer training time 
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compared to the K-Nearest Neighbor Classifier and Random Forest Classifier models. However, 

CNN and RNN demonstrate excellent performance in predicting financial distress based on the 

Altman Z-Score category, achieving high levels of accuracy. On the other hand, the K-Nearest 

Neighbor Classifier has the shortest training time but relatively lower accuracy. The Random Forest 

Classifier falls in between, with moderate training time and a significant improvement in accuracy. 

When selecting an appropriate model, it is essential to consider the balance between the 

complexity of the data, training time, and desired prediction performance. However, the CNN and 

RNN models, which utilize neural network approaches, show promising abilities in classifying 

financial data with significant spatial or sequential structures.  

 

CONCLUSION 
Based on the conducted experiments, it can be concluded that predicting financial distress 

using deep learning in companies listed in the sectors of energy, raw materials, manufacturing, 

primary consumer goods, non-primary consumer goods, healthcare, property and real estate, 

technology, infrastructure, and transportation and logistics on the Indonesia Stock Exchange (IDX) 

is feasible. This research has also successfully implemented machine learning models such as K-

Nearest Neighbor Classifier and Random Forest Classifier, as well as deep learning models such 

as Convolutional Neural Network (CNN) and Recurrent Neural Network, to predict the Altman Z-

Score values for predicting financial distress in companies listed on the Indonesia Stock Exchange 

(IDX).  

Based on the conducted research, the prediction of financial distress using the K-Nearest 

Neighbors Classifier machine learning model yielded an accuracy rate of 77.42% for testing and 

88.89% for validation. On the other hand, utilizing the Random Forest Classifier model resulted in 

an accuracy rate of 87.09% for testing and 95.24% for validation. 

For the usage of deep learning models, the Convolutional Neural Network achieved an 

accuracy rate of 95.16% for testing and 96.83% for validation. On the other hand, the Recurrent 

Neural Network model yielded an accuracy rate of 93.55% for testing and 96.83% for validation. 

The usage of deep learning models has demonstrated an advantage in predicting financial 

distress among companies listed on the Indonesia Stock Exchange (IDX) compared to machine 

learning models, based on the average percentage values obtained. Although the Random Forest 

Classifier model also performed well, deep learning models such as CNN and RNN are preferred 

choices. Deep learning models have complex architectures that enable them to access patterns, 

features, and variations in the dataset more effectively. CNN has the ability to learn complex 

patterns and in-depth characteristics from the data, resulting in higher average percentages. On 

the other hand, RNN has the advantage of considering the previous context, allowing it to learn 

relevant patterns more efficiently, even with fewer data. Although deep learning models require 

longer training times due to their complexity, the results obtained demonstrate superior 

performance in predicting financial distress.  

 

Suggestion 

Based on the conducted research, the author would like to provide some suggestions for 

future researchers. These suggestions include the use of hyperparameter tuning for each model 

to maximize their performance and minimize the risk of overfitting. Additionally, the utilization of 

different datasets, other machine learning or deep learning models, and more complex methods 

for predicting financial distress can be explored to test the capabilities of each model further. 
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